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Abstract— A new online steady-state detection (SSD) method
based on convolutional neural networks has been developed.
It mimics how humans carry out SSD by visually investigating
measurement plots. The method is tested on synthetic and real-
life data. We also investigate how it interacts with steady-state
real-time optimization and affects its performance on a digital
twin. The proposed method has comparable performance to
traditional SSD methods; however, it is more intuitive to tune.

[. INTRODUCTION

Maximizing operating profit has always been a critical is-
sue to chemical plants, especially as increasingly higher stan-
dards are imposed on the manufacturing and the products.
Among many process optimization techniques developed to
address this problem, steady-state Real-Time Optimization
(SRTO) is the most widespread in industry [1]. In SRTO,
the profit maximization problem is described as following:

min  J(u,z,d)

1
st: flu,z,d) =0, M

h(u,z,d) <0

where z represents states of the plant, d represents dis-
turbances, J is the function that we wish to optimize,
flu,z,d) = 0 is the steady-state model of the plant, and
h(u,x,d) are the operating constraints. SRTO solves the
problem in (1) to obtain inputs u* that optimize the plant
performance. Usually, values of disturbances d are unknown
and must be estimated from steady-state plant measurements.
If transient data is used, the d estimates are prone to be
incorrect, and the computed u* is sub-optimal or even
worsens the performance [2]. Thus, SRTO needs a steady-
state detector (SSD) to indicate when the plant is at steady-
state and trigger the estimation and optimization steps.

SSD has a significant impact on the performance of SRTO
[1], and although there are many SSD methods, most of
them rely on numerical statistical tests. Refer to Section IV
for more details on such methods. Humans, in contrast,
naturally use the graphical method to carry out SSD. We
investigate measurement plots with our vision, infer whether
they represent steady-state or transient measurements, and
determine the status of the plant. As the graphical method
can have advantages over numerical methods in some tasks
[3], in this paper, we will explore the possibility of carrying
out SSD via image classification.

We will employ Convolutional Neural Networks (CNNs)
to classify the measurement plots in two categories: steady-
state or transient. CNNs were chosen due to their excellent
performance in image classification. We test our method in
three case studies, where its performance is compared to
two traditional SSD methods. In the first case study, we use
synthetic data representing typical plant operating conditions.
The goal is to assess how the SSD methods behave in
face of different disturbances (e.g. ramp disturbances, step
disturbances, etc.) as well as identify patterns in the misiden-
tification of the plant condition. In the second case study, we
use experimentally measured flowrate data from a lab-scale
rig for showing the impact of real data on our method. The
third case study is used for illustrating that CNN-SSD can
be indeed combined with an SRTO loop. We apply them to
a digital twin of the lab-scale rig, where our SSD method
is used for triggering the economic optimization. The final
case study is used for assessing how our method impacts the
overall performance of SRTO.

II. CONVOLUTIONAL NEURAL NETWORKS

CNN is a class of neural networks that are commonly
applied in computer vision. They usually have many layers
with a large number of parameters to be learned, so their
training requires enormous amounts of data and resources.
Instead of training a new CNN for a desired purpose, it is a
common practice to modify and reuse an established CNN
with proven performance [4]. There are many such CNNs,
and we select the VGG-16 model shown in Fig. 1.
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Fig. 1: The architecture of VGG-16. Adapted from [5]



As indicated in the figure, VGG-16 consists of two parts.
When an image is shown to VGG-16, the first part generates
a “feature vector” corresponding to that specific image. The
second part then takes this vector as its input and returns the
image’s category. It is this second part that we should modify
and retrain when reusing VGG-16 in our specific application.
The first part is kept untouched. Neither its architecture nor
the values of its parameters change.

ITII. CNN FOR STEADY-STATE DETECTION

For our new application, we replace the second part, the
image feature classification step, by the k-Means clustering
algorithm. We call this new CNN architecture VGG-16k
and will use it in our study as a steady-state detector.
Simply speaking, the function of the k-Means algorithm is
to partition a number of data points, which are in the form of
vectors, into k clusters (with & specified by users). Each data
point is assigned to only one cluster. Cluster assignments
are based on the similarity between data points, which is
quantified as the Euclidean distance between two points.
Thus, the smaller the Euclidean distance of two data points,
the higher the chance that they will be in the same cluster.
One problem with the k-Means algorithm is that the number
of clusters k has to be specified by users in advance. In our
case, setting k = 2 is usually sufficient as we have 2 types
of data (steady-state and transient). If a system has different
forms of transient behaviors, e.g. great fluctuation vs. ramp
response, k should be larger (see Case Study 1).

A. VGG-16k IMPLEMENTATION

Fig. 2 represents how to carry out SSD on a single-
measurement system using VGG-16k when k = 2. First,
we “calibrate” VGG-16k offline with samples of steady-
state (SS) and transient (TS) plots (Fig. 2-left). VGG-16k
will convert the sample plots into feature vectors and simply
divide the vectors into two groups without qualifying them
as steady-state or transient. We have to check the members
of each group and determine the correspondence. As the
split is not perfect, a group can contain both SS and TS
vectors. Thus, we decide the name of a group to be SS if
most of its members are SS vectors and vice versa. If SS
and TS vectors do not differ significantly in numbers, i.e. no
clear clustering, we need to calibrate again after changing
the method’s parameters (scale of the axis and data length),
which will be mentioned shortly.

For the online implementation (Fig. 2-right), at each time
step ¢, we create a plot (referred to as plot A) of the N most
recent plant measurements. Then, the calibrated VGG-16k
extracts the feature vector A, of plot A. Next, the k-Means
algorithm determines to which group the plot A belongs to,
based on the similarities between A, and the vector members
of each group (SS and TS). We can then infer whether the
plant is stationary or not from the group assigned to A. At
the next time step t + 1, the data window is shifted forward,
a new plot is created, and we run VGG-16k again. For a
complete description of the CNN architecture and the k-
Means algorithm implementation, please refer to [6].
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Fig. 2: How to use VGG-16k to carry out SSD. ¢ indicates
the current time step

The tuning parameters of the method are the properties of
the plots fed to VGG-16k, including the scales of the axes
and the data window length N. The data window length
N should be as small as possible since, with a large data
window, the measurement plots are prone to contain different
behaviors (transient and stationary) and the performance
of the VGG-16k decreases. The y-axis and x-axis limits
([Ziength, YL, yu]) can also be adjusted to support the visual
judgement of the plant state (Fig. 2 — bottom left). As it is
likely that a parameter set appropriate to human vision could
also work for the CNN, tuning can be done by plant operators
by selecting sets of parameters that enable them to identify
SS and TS plots precisely. This easy-to-tune property is an
advantage of our method in return for the larger data size,
i.e. pixels from images vs. time series.

IV. STATISTICAL STEADY-STATE DETECTION
METHODS

We selected two statistical SSD methods as the base to
evaluate the our method’s performance. These two have been
used as benchmarks for SRTO evaluation in [1]. The first
method, or SSDI1 as we refer to, is proposed by [7]. The
second method, which we call SSD2, is from [8]. We will
briefly introduce the algorithms of these two methods for
single-output systems. For multiple-output systems, we can
apply them to each measured variable and consider that the
system is stationary if some or all of them are at steady-state.



A. SSDI

At each time step t, carry out these steps:

« Step 1: Compute the filtered measurement y; ; from the
current plant measurement y; using a moving average
filter as in (2), with A; (0 < A; < 1) as the filter factor.

e =AY+ (1= A1) - Ype—1 )

e Step 2: Compute a measure of variance sit based on
the difference between the current measurement and the
filtered trend, (y: — yr¢—1). Then, apply a first-order
filter to the previously computed s7 , with A2 (0 < Ay <
1) as the filter factor. l

5%,1‘, = X2 (yt + (1= A2)- 51 -1 €)]

o Step 3: Compute s%t, which is a measure of variance
of two consecutive measurements. Filter the value using
the same procedure as in Step 2, with A3 (0 < A3 < 1).

+ (1= A3) - 32t )]

o Step 4: Use the R-statistics to compare Sl,t and sg’t by
computing the weighted variance ratio R;.
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o Step 5: Compare the result of (5) with R.,;;, which is a
tuning parameter of the method. If R; > R.,;, then we
conclude that the plant is unlikely to be at steady-state,
and vice versa.

The authors suggest setting the values of the filtered factors
A1, A2, Az and R to be 0.2,0.1,0.1 and 2, respectively.
However, the parameters may need further tuning.

B. SSD2

At each time step ¢, carry out these steps:

« Step 1: Sample n most recent measurements y;_ (k =
0,1,2,...,n — 1). The authors suggest selecting n =
B - 7/7s. Here, 7 and 7, are the time constant of the
system and the sampling interval, respectively. § is a
tuning parameters in the range of [3;5].

o Step 2: Assume that the measurement at time ({—k) can
be written as in (6). Here, m- (t — k) is the deterministic
drift component, p is the mean of the hypothetical
stationary process, and a;_j, following N(0, 0,) is the
white noise component.

Yok =m - (= k) 4+ p+ ar—p (6)

o Step 3: Estimate the slope value m.

1 n—2

: (Z(yt—k — Y—k—1)) (7)

k=0

o Step 4: Estimate p and o,.

1 n—1 n—1
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e Step 5: Calculate n absolute differences |y;—r —
(k=0,1,2,...,n—1). Perform t-test on these absolute
differences to determine the steady-state flags p;_j as
in (10). Here, t..;; is the Student’s critical value at a
significance level o and a degrees-of-freedom n.

J— 17
DPt—k = 0,

o Step 6: Use p;—j values from Step 5 to calculate F;,
the probability of the system being at steady-state, as
in (11). Compare P, with the cut-off value Pipyes,
where Pij.es is a tuning parameter. If P, < Pippes, We
conclude that the plant is unlikely to be at steady-state,
and vice versa.

if |yt7k: - ,U/| < terit * Oa

. (10)
otherwise
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The tuning parameters here are n (or ) and ¢...;¢.

V. CASE STUDIES
A. Case Study 1

1) Methodology: Here we test the performance of the
proposed method, which will be referred to as CNN, in
common scenarios of plant control and with the presence
of noisy measurements. We also compare its performance
with SSD1 and SSD2. The operation scenarios are defined
as shown in Fig. 3. The figure contains 13 intervals, and each
represents one operating scenario presented in Table I. Then,
we combine data in Fig. 3 with different noise types listed
in Table I to get the signals in Fig. 4a-Fig. 4c, and use them
in Case Study 1.
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Fig. 3: The original plot in Case Study 1

Note that we do not carry out SSD on the complete plots in
Fig. 4a-Fig. 4c. We use a sliding window containing N = 20
data points and x;eng¢n = 100, yr, = 5, yy = 10. Then, we
map the plot label (TS or SS) to the most recent measurement
in the sliding window and keep shifting it forward until
the end of the simulation. Here we also set k = 3 instead
of £ = 2, corresponding to step disturbances (TS), ramp
disturbances (TS), and stationary (SS).
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Fig. 4: SSD results of Case Study 1. From top to bottom: measurements, SSD1 results, SSD2 results, and CNN results.
From left to right: white noise, heavy-tailed noise, and colored noise. Whenever the most recent measurements are fed to a
SSD and it gives incorrect classification, we mark that instance by an orange dot.

TABLE I: Case Study 1: operating scenarios and noise types

Operating scenario Represented in Fig. 3 as intervals

Step response 2,12
Long ramp response 6,8
Short ramp response 4, 10
Long steady-state period 3,7, 11
Short steady-state period 1,5,9, 13
Noise type Noise distribution
White noise (Fig. 4a) N(0,0.01)

a-stable distribution
(a=1.5,=6=0,v=0.0725)
Exponential moving average filter

(filter coefficient o« = 0.9) applied to
random variables ~ N(0,0.01)

Noise following heavy-tailed
distributions (Fig. 4b)

Colored noise
(Fig. 4c)

2) Results & Discussion: In Table II, we present the
percentages of errors in the simulation, including Type I
(indicate *'TS’ when the process is at steady-state), Type II
(not indicate TS’ when the process is transient), and total
errors (sum of Type I and Type II)

For SRTO applications, Type I errors in steady-state detec-
tion may decrease its potential economic benefits, since the
optimization is not triggered as frequently as desired. On the
other hand, Type II errors may lead to sub-optimal updates

TABLE II: Type of errors in percentage.

SSD1 SSD2 CNN

White noise Total 48.1% 36.6%  36.6%
Type 1 40.4%  10.7% 6.9 %

Typell | 7.7 % 258%  29.7%

Heavy-tailed Total 445%  379%  38.9%
noise Type 1 194%  11.0% 11.0%
Type Il | 25.1% 26.9%  27.9%

Colored noise | Total 488%  353% 38.1%
Type 1 281% 11.5%  12.3%

Type Il | 20.7%  23.8%  25.8%

of the manipulated variables because the SRTO cycle begins
when the process is not at steady-state. Table II indicates that
CNN and SSD2 have a smaller percentage of total errors and
a similar distribution between errors Type I and II. In turn,
SSD1 has a smaller percentage of errors Type II.

Results in Fig. 4 confirm the findings in Table II; however,
they show an advantage of CNN method over SSD2. Con-
sider the error distributions of the two methods represented
in Fig. 4g - Fig. 41. While the error distribution of SSD2 does
not have any clear pattern, the CNN method typically makes
errors at the beginning of each interval. This pattern suggests
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Fig. 5: Case Study 2: shaded area represents transient periods
based on subjective evaluation. Top plot shows the experi-
mental data (FI102). Bottom plot shows the transient flags
(marked by red dots) given by each method.

that the CNN method has higher detection consistency, which
can be beneficial to SRTO’s performance. If CNN is used in
the SRTO cycle, it will less likely trigger the estimation and
optimization processes in the middle of a transition period.
The figures also show that correctly classifying the long ramp
response is difficult for all three methods.

B. Case Study 2

1) Methodology: After testing the methods using syn-
thetic data, we apply CNN to real-life data collected from an
experimental rig. The rig is a small-scale physical model of
a gas-lift subsea oil-well network with 3 wells in parallel. A
detailed description of the system containing the equipment
size and the flowrate ranges can be found in [9]. Briefly,
the experimental rig contains an “oil reservoir” that is repre-
sented by a tank and a centrifugal pump. The reservoir outlet
pressure is fixed during the experiments using a PI controller
that adjusts the pump rotation. After the reservoir, horizontal
pipes emulate the oil wells on the seabed. The wells are
then connected to vertical pipes called risers, they stand in
for the pipelines directing the fluids from the seabed to the
separation units on the surface. Pressurized gas is injected
in the wells and provides an external source of energy for
increasing the wells’ production.

The pressure on top of the risers and the liquid production
of each well are measured; however, we only use the liquid
flowrate of one of the wells for testing the SSD methods. For
Case Study 2, we use the experimental conditions proposed
in [9]. Fig. 5 shows the data collected, which consists of 241
data points with a sampling interval of 5 seconds. For this
application, we use N = 20 (100 seconds). The plot fed to
the CNN had limits Zjengen, = 110 seconds, and y = [5, 10]
L/min. Since we did not know exactly when the system was
stationary, we relied on human judgment as the standard
to evaluate SSD1, SSD2, and CNN methods. We consider
that the system was transient between 14 - 17.5 minutes,
approximately. For all other periods, it was stationary.

2) Results & Discussion: Results of Case Study 2 are
shown in Fig. 5. The results given by all three methods were

similar to each other and to our subjective judgment. But
SSD1 was slower than the other two methods in recognizing
when the system re-entered the stationary period. That is
expected since the method relies on filters. Hence, rapidly
tracking changes in the process can be challenging. Despite
the efforts spent in properly tuning the filter factors A, the
final choice tends to be conservative, leading to behaviors
like in Fig. 5. On the other hand, SSD2 error distribution did
not present any clear pattern as in Case Study 1. Meanwhile,
the CNN method required a longer interval than the other two
methods for detecting when the system entered the transition
period. However, as in the previous case study, the CNN
method had the highest consistency in its predictions among
the methods.

C. Case Study 3

1) Methodology: Here we investigate the effect of CNN
in the SRTO performance using a digital twin of the rig in
Case Study 2. The SSD method is a key part of the SRTO
cycle. Since SSD acts like a gatekeeper deciding whether or
not the cycle is triggered, it may influence the variability of
the optimization results and the economic performance [1].

In [9], the authors compare the effect of different SSD
methods on the SRTO performance when applied to the rig
briefly described in Case Study 2. In Case Study 3, we
keep all the settings of the SRTO in [9] but, instead of
running the tests in the rig, we use a digital twin system
for evaluating the CNN. The digital twin was developed to
study how different production optimization methods interact
with the rig. It contains: a) an accurate dynamic model of
the experimental system; b) models for the PI-controllers; c)
sensor models, where the measurement noise magnitude was
carefully defined. The latter feature is important for testing
the effect of measurement noise in the SSD method before
it is implemented on the rig'.

The SRTO’s economic objective was to maximize the total
production J (different oil prices in $/L were considered for
each well, i.e. J =20 Ql,welll + 10 QLwellz + 30 Ql7well3)~
The optimizing inputs are the setpoints of the air injection
valves Q;ﬁe”l’w. The signals that are analyzed by the
CNN are the liquid flowrates (Q;‘Ze”l’m). If all three are
considered at steady-state, we trigger the SRTO cycle.

For implementing our method, we add a plot generator
to the system. At each sampling instant, the generator reads
the digital twin measurements and translate them into plots,
each one containing the last 18 measurements (N = 18),
Tlength = 110 seconds, and y = [5,10] L/min. Since the
system sampling time is 1 second, the sliding window size is
approximately of the same order of magnitude as the relevant
process time constant for economic optimization (7op; = 20
seconds [9]). For the training phase, we use plots obtained
from a previous SRTO run with SSD2 as the steady-state
detector.

IThe codes are available at:
http://github.com/Process-Optimization-and-Control/
ProductionOptRig



2) Results & Discussion: The results are shown in
Figure 6. The first plot presents the system disturbances
used in the simulation, and the second shows the profiles
of the measurements used for steady-state detection. The
resulting SSD flag pattern (3" plot) during the simulations
was similar to Case Study 1, where all methods erroneously
indicated that long ramp periods were static. Note that, if
the measurement plots of the whole simulation (as in the
274 plot) are analyzed, the long ramp trend can be visualized.
However, when the system state is assessed within an interval
comprising the process time constant of interest, the plots are
visually at steady-state.

A question that arises then is if the method is right by
defining these intervals as static. It is worth then assessing
the behavior of the optimizing decisions u, which are the
setpoints of the gas flowrates (Q3 %, , . - 4" plot). Despite
being triggered during the ramp period, SRTO was always
able to find a solution for the economic optimization problem
(i.e. both the model adaptation and economic optimization
problems converged). More importantly, the new solutions
led to a better economic performance (5" plot). This can be
clearly seen in the increasing trends between 8 - 14 minutes,
and after 16 minutes.

The apparent contradiction in the results brings us to a
bigger discussion of how to define “stationarity” when, in
fact, real processes are never at steady-state. The “station-
arity” definition is often done subjectively based on the
practitioner knowledge [1]. However, this decision should
be based on how the new measurements degenerate the
model adaptation and induce the occurrence of bias in the
optimization decisions.

Independently on how to define ‘“stationarity” properly,
choosing the tuning parameters for SSD methods is chal-
lenging. They are typically interrelated, and the practitioner
will be hardly aware of how the change in one parameter
affects the method’s performance. For example, in SSD1, it
is difficult to infer if one should change only A, or A\; and
Ao together. Also, it is difficult to determine which choice is
more beneficial to the performance. One of the advantages
of our method is that we simply use pre-selected images
of stationary and transient periods in the tuning step, which
requires much less experience from the practitioner.

VI. CONCLUSION

The CNN method is a potential alternative to statistical
SSD ones. Besides being robust to different types of noise,
it has comparable performance to the traditional statistical
methods but higher detection consistency, which can be
beneficial for SRTO applications. Although the method is
sophisticated, only the first setting-up would require special-
ized personnel since its tuning is intuitive, making it easier
to use and debug, which can facilitate its future industrial
implementation.

Although we did not try CNN on multi-output cases,
scaling up could be straightforward, e.g. by generating
more plots for each additional measurement. It should be
noted that, we do not aim to replace the classical methods
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Fig. 6: Results of the CNN combined with SRTO applied to
a digital twin of the lab-scale rig.

completely. We could use them together: CNNs for the
measurements that require frequent re-tuning, and SSD1 for
the others.

There are questions remaining to be addressed. For exam-
ple, what happens if we use other CNN architectures and
classification methods instead of VGG-16 and k-clustering,
or if we change some implementation details, such as making
the window length N and the length of the x-axis equal,
rather than different as in this study.
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